
What is the next step of the RTC?What is the next step of the RTC?

� A candidate would be “Interoperability of RTMs”� A candidate would be Interoperability of RTMs
• RT-components of different RT-Middlewares can work together to 

provide a robotic service
• Moreover they can interoperate with non RTM• Moreover, they can interoperate with non-RTM 

(e.g. MSRS, Players/Stage, OPRoS, etc.)

Robotic service
RTM1

RTM 2Non-RTM (with adaptor)

Interoperability of RTMsInteroperability of RTMs

� Why is it important?� Why is it important?
• Basic infrastructure for “Multi-Robot Collaboration”
• More advanced and intelligent robotic services

• S i b bi i lti l b t ( f diff t biliti )• Services by combining multiple robots (of different  capabilities)
• Ubiquitous robotic services (RT + Ubiquitous devices)

� Key considerations
• How to search appropriate RTCs running at diverse RTMs?
• H bi h i b li i• How to combine them into an robot application

� The second one is partially covered by RTC specification� The second one is partially covered by RTC specification
(if the runtimes use a same PSM)
• Standard on communication protocol is crucial (e.g. IIOP)



RTC Directory ServiceRTC Directory Service

� Manage the references and properties of running RTCs� Manage the references and properties of running RTCs
• RTC registration/unregistration

� Search the appropriate RTC based on
• RTC identifier, and/or
• RTC properties

� Notified upon the changes on target RTCs� Notified upon the changes on target RTCs

referencesproperties

RT-Components

referencesproperties

search
registerregister

notify

RTC Directory
Server

Why “RTC Directory Service”Why RTC Directory Service

� A step toward “Interoperation of RTM”� A step toward Interoperation of RTM
• Clients can search appropriate RTCs from different RTMs and 

weave them to build applications
• Inter RTC Directory lookup protocol enables to combing RTCs• Inter-RTC Directory lookup protocol enables to combing RTCs 

from a larger geographical area

RTC Directory
Server

RTC
from RTM A

RTC
from RTM B



Why “RTC Directory Service” (Cont’d)Why RTC Directory Service  (Cont d)

� Provide “property-based RTC search” without accessing� Provide property based RTC search  without accessing 
remote RTCs directly
• Enable power and easy search method

S• Save unnecessary communications during the search

� Enable clients to keep track of their target RTCs
• Clients get notified when the status of the RTCs are changedClients get notified when the status of the RTCs are changed

query string:
location=‘Room L89’ && comp_id=‘Camera’ && type=‘robot’

means:
All camera components in any robot located at the ‘Room L89’

matcher string:
location=‘Room L89’ && comp_id=‘Camera’

means:
Notify me whenever a camera component at ‘Room L89’ is registered or unregistered

Current StatusCurrent Status

� No relevant specification in Robotic DTF� No relevant specification in Robotic DTF

� OpenRTM-aist provides its own directory servicep p y
• Dependent on the CORBA naming service
• Only RTC references are registered (cf. Properties are kept in RTC 

itself)itself)
• Property-based search is not directly supported
• Unlikely to interoperate with other RTC implementations, though 

th l b d CORBAthey are also based on CORBA

� Related standard specifications in OMGp
• CORBA naming service
• CORBA trader service



SummarySummary

� Two considerations on “Interoperability of RTMs”� Two considerations on Interoperability of RTMs
• Searching right RTCs from diverse RTMs
• Combining them into a robot application

� We proposed “RTC Directory Service” in order to address 
the first considerationthe first consideration
• Manage the references to RTCs along with their properties
• Provide a property-based search method to the clients



Architecture Framework for Unmanned 
Systems (AFUS)Systems (AFUS)
SAE/AS4 – JAUS - AIR5665
L. Rioux - THALES

Research & Technology
robotics/2008-12-19

The Thales picture

2



What is an architecture Framework ?

Architecture Framework: A structure that supports the 
organisation and development of architectures for systems

What for ? To provide
� Objectives
� Rules
� Infrastructure
For the creation, the use of system architectures. 

AFUS: Architecture Framework for Unmanned Systems

3

AFUS

3 views: 

Conceptual Capabilities Interoperability AFUS

Architectural Principes (rules)

Objectives

- Conceptual: lexicon + concepts
- Capabilities: what the US can do in the conceptual terms

4

Capabilities: what the US can do in the conceptual terms
- Interoperability: various aspects of intereroperablity across US



Objectives

Support for all classes of unmanned systems

Interoperable operator control units

Interchangeable/interoperable payloads

Interoperable unmanned systems

5

Architectural Principles (1/2)

-Clear semantics: 
It is clear from the representation what semantic are intented 

-Orthogonality and Separation of concerns
Concept that two or more things will undergo changes independent of one another.

-Technology independence
Unmanned Systems will evolve for many years

-Platform independence
Many platforms exist (UGVs, UAVs). The framework must not flavor one platform 
over others.

-Mission independence
No assumed mission or restriction on types of mission that an US can carry out.yp y

-Compute capability independence
No assumption about the number or type of compute capabilities available on the US

6

No assumption about the number or type of compute capabilities available on the US 
(even far in the future, there will be unmanned systems with minimal compute 
capabilities)



Architectural Principles (2/2)

-Operator Use Independence
No assumption about how the operator will or should use an USNo assumption about how the operator will, or should use an US.

-Communications IndependenceCommunications Independence
No assumption should be made about how communications will be 
carried out by the unmanned system

-Autonomy Level independence
Unmanned Systems will exhibit varying levels of autonomy (as 
described in ALFUS).

7

Conceptual view (1/6)

About nouns (what abilities unammned systems have)

Conceptual view is the collection ofConceptual view is the collection of 
-Terms,
-Definitions,,
-Attributes
Required for the architecture framework

Concept Topics
Id tit Id tifi ti A th it S f t d A tIdentity Identification, Authority, Safety and Autonomy

Composition Platform/Vehicule, Communication Equipment, 
Sensors, Actuators and emitters.

Knowledge Measurements, Detection, World model, Time, 
Space, Mechaninics and Energy

Actions Decide Plan Team Move Acutation and

8

Actions Decide, Plan, Team, Move, Acutation and 
environmental Effects



Conceptual view (2/6)

Authority
� Is a right, delegated or given, to perform a specific action on a 

resourceresource.

SafetySafety
� The probability and severity of the mishap occuring together form 

risk

Autonomy
� Is an unmanned system’s own ability of sensing, perceiving, 

analyzing, communicating, planning, decision-making and 
acting/executing to acheive its goal assigned.acting/executing to acheive its goal assigned.

Composition: answer to What am I ?

9

p

Conceptual view (3/6)

Platform/vehicle
� Physical unammed systems have an infrastructure, or platform, that 

contains or supports the various devices, mechanisms and stores neededcontains or supports the various devices, mechanisms and stores needed 
by the unmanned system.

C i ti E i tCommunication Equipement
� US sends and received signals (messages) to and from other US and C2 

systems.

Sensors
� US senses the world around them throught a hardware interface, a sensor, 

which responds in specific ways to specific phenomena in the environment.

Actuators: is a mechanical device that can change shape in response in a 
signal

10

Emitters: is anything that can discharge a substance or radiation into the 
environment.



Conceptual view (4/6)

Knowledge: what do I Know ?Knowledge: what do I Know ?

Measurement:Measurement: 
� Is the processing of a raw sensor product within a customary unit 

which may include the combinaison of numerous raw of sensor 
products.

Detection: i t ti l lti i l ti fDetection: is a computational process resulting in cooreleation of raw 
of sensor product within an a priori ontology.

World model: is a logical representation of the real-world, internal to 
an US.

Time: is measured on a time scale using time tags, intervals, durations 
and frequencies [NELSON01]

11

and frequencies [NELSON01] 

Conceptual view (5/6)

Mechanics
� The field of physics called mechanisms deals with motion� The field of physics called mechanisms deals with motion 

(kinematics) and forces that cause motion (kinetics or dynamics)

Energy
� US require energy and must carry consumable, stored energy for 

self contained operation

Actions: what can I do ?Actions: what can I do ?

Decide:Decide:
� is a final product of the specific mental/cognitive process of an 

individual or a group of persons/organizations which is called 

12

decision making.



Conceptual view (6/6)

Plan:Plan:
� Planning is the proces of « thinking » about the activities required to 

create a desired future on some scale.

Team:
� A team comprises any group of systems, and people linked in a 

common purpose.

Move: Mobility for an US to change its location or orientation under its 
own powerown power.

Actuation: include articulation, manipulators and actuators ActuationActuation: include articulation, manipulators and actuators Actuation 
is a chain of links connected at joints with angular or linear actuators.

13

Environment Effects alter the environement in some way.

Capability view: it is about verbs

CAPABILITIES: What unmanned systems can do.

Discovery:
� Learning about nearby entities for the purpose of possible 

interactions.
Include: dynamic discovery and their capabilities.

14



Capabilities

Communication
� Communication is about exchanging information with the world 

outside the unmanned system as well as internally within itoutside the unmanned system, as well as internally within it.

AccessAccess
Control capabilities include gaining, transferring and 
relinquishing access to systems and their capabilities

Example: 
Gain Access

15

Capabilities

Control
� Control capabilities include gaining, transferring and relinquishing 

control of systems and their capabilities

Scenario:Scenario: 
gain Control

Platform
� US are embodied in a platform. A platform has a number of 

h t i ti i l di it h i l di i b i

16

characteristics,  including its physical dimensions, bays, sensing 
devices, hardpoints for paylaods, etc.



Capabilities: mobility

Mobility
Mobility encompasses a variety of capabilities that permit an 
unmanned system to maneuverunmanned system to maneuver.
Each mobility capability focuses on different abstraction used to 
express the mobility instructions to the unmanned system. 

• Cordonate system
System for representing a Point in an n-dimensional space

• Position:• Position: 
A coordinate of a point is the components of a tuple of numbers 
represent the location of the point in a coordinate system.

• Orientation:
The orientation of a rigid body is the components of a tuple of numbersThe orientation of a rigid body is the components of a tuple of numbers 
represent the rigid body’s rotation about the various of axes in a 
specific Coordinate system.

17

• Pose: is the combination of Coordinates and Orientation in a specific 
Coordinate System.

Capability: Mobility scenario

Scenario: Path Mobility

18



Capabilities

Command
� Command is the ability to control and command one or more 

unmanned system.

P tiPerception
� Perception is the « process of acquiring, interpreting, selecting and 

organizing sensory information » [Wake]organizing sensory information » [Wake]

Effects
� Environement effects is an ability to alter or affect the environement 

in some way. This include grasping, pushing, and/or pulling objects, 
generating emissions such as heat light sound and subtancesgenerating emissions such as heat, light, sound and subtances.

19

Interoperability view

Interoperability view is the guidelines 
The various aspects of interoperability across unmanned 
systemssystems. 

Standards facilitate and highly recommended:Standards facilitate and highly recommended:
� Physical data formats (including endianism, real number formats, 

variable lenght formats, alignment and padding.

� Logical message formats (including field semantics, complex structures 
d ti l l t )and optional elements)

� Message exchange rules including sequences and timeouts� Message exchange rules, including sequences and timeouts

� Physical form factors electrical connections and wave forms

20

� Physical form factors, electrical connections and wave forms.



Notional Model for Interoperability

Application Services

Service A Service B Service C

Discovery Management

Common Services

Status

Access ControlConfiguration

Transport Transport Transport

Transport Methods

Link/Net Link/Net Link/Net

Link / Network methods

21

Link/Net Link/Net Link/Net

Conclusions

AFUS: help designer to design an US

OMG Standardisation:
- AFUS and UML:
� Conceptual view: Could be UML data types
� Capability: Could be UML sequence diagrams which specify the 

capabilities of the UScapabilities of the US 
� Interoperability: UML composite structure and interfaces to model 

the interoperability.p y
� UML profile for AFUS.

RTC services: reused Common Services
Discovery, Configuration, Management, Status, Access Control

22



Infrastructure WGInfrastructure WG
Progress Reportg p

Noriaki Ando, AIST

robotics/2008-12-20

TopicsTopics

• Recruiting co-chair 
• Purpose of Infrastructure WGPurpose of Infrastructure WG
• Brief introduction to two special talk from 

ETRIETRI
• Discussionscuss o

2



Purpose of infra WGPurpose of infra. WG

• The purpose of the Infrastructure Working 
Group of the Robotics Domain Task Force p
is to standardize fundamental models, 
common facilities and middleware tocommon facilities, and middleware to 
support the development and integration 
of a broad range of robotics applicationsof a broad range of robotics applications.

3

Infrastructure WG Co ChairInfrastructure WG Co-Chair

• Co-chairs
– Saeha Kim (SNU, resigned)( , g )
– Rick Warren (RTI, resigned)

Noriaki Ando (AIST)– Noriaki Ando (AIST)
• New co-chair candidate

– Beom-Su Seo (ETRI)

• The DTF approval is required

4



Proposal and IssuesProposal and Issues

• The QoS and Fault-tolerance Issues on the 
Robot Component Execution Environment
– Beom-Su Seo (ETRI) and SeungWoog Jung (ETRI)

• The issues on robot component directory service p y
and repository contents
– Kang-Woo Lee (ETRI)g ( )

5

QoS FT and Directory serviceQoS, FT and Directory service
Q S• QoS
– Communication between RTCs

Execution rate/priority etc– Execution rate/priority etc..
• Interoperability

Device level device profile– Device level, device profile
– Communication layer, Interface level, 

CORBA/Web serviceCORBA/Web service
– Directory service

• Directory servicey
– No specification
– CORBA naming/trading services are not enoughg g g

6



Next stepNext step

• RFI
– Deployment and configurationp y g

• Discussion
Q S FT– QoS, FT

– Directory service
• Roadmap

RFP for new specification– RFP for new specification
– RTF for improvement RTC model

7
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- OMG Robotics DTF-
Robotic Functional Services Working Group

- OMG Robotics DTF-
Robotic Functional Services Working Group- Robotic Functional Services Working Group -

Meeting Report
- Robotic Functional Services Working Group -

Meeting ReportMeeting Report
- Santa Clara TC Meeting -

Meeting Report
- Santa Clara TC Meeting -gg

Santa Clara (CA, USA) – Dec  09, 2008

What we want to do?
Functional Services WG Report 1

• What we want to do?
– We want to have a standard to make 

R b t i d t t b bl tRobot industry to be able to use any 
vendor’s user recognition algorithm 
without the need of re developmentwithout the need of re-development.

• Why we need URS, when we have Localization 
i ?service?

– The entity and its id is not enough for what we are 
t i t d (R d l t bl t d t thtrying to do. (Re-development problem to adopt other 
vendor’s user recognition and detection algorithm)
Same reason as the difference between the BioAPI– Same reason as the difference between the BioAPI 
and URS (see next page)

robotics/2008-03-12 



Functional Services WG Report 2
• Why not the existing standard, such as BioAPI?

– We need unique robotic application environment.
• BioApi needs controlled environments and favorable user.o p eeds co o ed e o e s a d a o ab e use

– We need to deal with higher level interface for  robot 
application.

• BioApi only deals with APIs inside the Biometric• BioApi only deals with APIs inside the Biometric 
recognition.

– We need to deal with the multiple user.
Bi A i l d l ith• BioApi only deal with one person.

– We need to deal with detection technology.
• BioApi does not include interface for detection technology.

– We need  unique event handling. (for example, one person 
appeared or disapeared)

• BioApi assumes that the person is always thereBioApi assumes that the person is always there.
– We need unique error handling (for example, the distance is 

too far from the person, robot need to approach the person or 
ask the person to come closerask the person to come closer.

• BioApi does not include error handling interface, we need.
robotics/2008-03-12 

Relationship between URS and 
RLS

Application
1

Application
2

Application
N

RLS API
Robotic 

Localization
Service

RLS API

Service

URS

URS API

robotics/2008-03-12 



Why URS ?Why URS ?
<With URS> <Without URS>

Application Application

<With URS>

RLS RLSNo Redevelopment
For Interface Matching

Redevelopment
For Interface Matching

Recognition 
Algorithm A

URS
Recognition 
Algorithm B

Recognition 
Al ith A

Recognition 
Al ith B

robotics/2008-03-12 

Algorithm A Algorithm B Algorithm A Algorithm B

What if URS inside RLS ?What if URS inside RLS ?
<Inside RLS> <Outside RLS>

Application Application

RLS

URS RLS No Redevelopment
For Interface Matching

Redevelopment
For Interface Matching

URS
Recognition 
Algorithm A

Recognition 
Algorithm B

Recognition 
Algorithm A

URS
Recognition 
Algorithm B

robotics/2008-03-12 



Roadmap

Item Status

Washing ton 
D.C

March-2008

Ottawa
June-
2008

Orlando
Sep.-
2008

Santa 
Clara
Dec.-

Washing 
ton D.C
March-

Europe
June-2009

2008 2008 2008 2009

Human Robot 
Interaction Service On-going Discussion 1st review 

of RFP cancel
2nd review 

of RFP
d AB

Discussion 
between 
potential 

Initial 
submission

and AB
p

submitters

robotics/2008-03-12 

API examples for p
User Recognition Interface
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Robotic Localization Service WG
Report

2008.12.09 Shuichi NISHIO

robotics/2008-12-22

2

Santa Clara Meeting
 08/Dec 15:30-18:00
 09/Dec 09:00-11:00
 10/Dec 09:00-12:00 (added)
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Topics
 48 issues raised so far

 most issues are typos
 several issues require discussion
 most issues are solved until now

 Two remaining issues to be discussed
 Definition of orientation in common data formats
 XML-PSM definition and RoLo Element local naming issue

(new isssue raised)

 Continue discussion tomorrow morning

4

Planned schedule
 2008.12.30: Revised specification & initial report

(for issues repoted until 2008.12)
 2009.01: First distribution of report
 2009.02: First vote
 2009.02.23: Comments due
 2009.03.01: Revised documents & reports
 2009.03: Second report distribution & vote

(if necessary)
 2009.03.23-27: Washington D.C. Meeting
 2009.05: Document upload to OMG server
 2009.06: Architecture Board

Dr. Lee will be the editor
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Contact Report:

ISO / TC 211 Tsukuba Meeting
2008.12.09
NISHIO Shuichi

robotics/2008-12-23

2

ISO/TC 211 meeting
Location: Tsukuba, Japan
Date: 2008/12/01 - Introduced

Two invited talks on RLS activity
 WG10 meeting (PT19155)
 Workshop standards in action



3

WG10: Ubiquitous Public Access
 19151: Geographic Information - Logical Location Identification Sch

Leader: HaeKyong Kang
 19154: Ubiquitous Public Access

Leader: Prof. Ki-Joune Li
 19155: Geographic information - Place Identifier (PI)

Leader: Dr. Keisuke Uehara

4

Other actions related to RLS
 19143: Geographic information - Filter encoding

ISO/CD 19143 (N2529) -> DIS to be released



ISO/TC184/SC2ISO/TC184/SC2
Software StandardizationSoftware Standardization

Wh Wh t H ?Wh Wh t H ?Why, What, How?Why, What, How?

Hyun Kim, Ph.D.Hyun Kim, Ph.D.

hyunkim@etri.re.kr

robotics/2008-12-24

Why S/W standards ?Why S/W standards ?Why S/W standards ?Why S/W standards ?

S i b t h i li ti d i d• Service robots have various application domains and   
technological fields.
– A toy robot in home to a space robot in MarsA toy robot in home to a space robot in Mars
– Hardware control to ubiquitous computing

• S/W modularity and standards make it possible to 
develop service robots cheaper, faster and better.
– Common features and customized developmentCommon features and customized development
– Modularity, Reusability, and Reliability

• Let’s get started now to take the initiative.
– After the market is fully open, it may be too late to standardize.



What S/W standards are needed?What S/W standards are needed?What S/W standards are needed?What S/W standards are needed?

C O t l• Common Ontology
• Architecture and Middleware
• Functional Components• Functional Components
• Applications
• Interoperability• Interoperability

• Just my opinion
• Divide into 5 areas 

Common OntologyCommon OntologyCommon OntologyCommon Ontology

T i l R t ti th d ( ti ) d C• Terminology, Representation method (notion) and Common 
ontology
– Terminology (SC2/PT3)
– Representation method (SC4/EXPRESS, OMG/UML)
– Ontology



Common OntologyCommon OntologyCommon OntologyCommon Ontology

Terminolog Representation method (notion) and Common• Terminology, Representation method (notion) and Common 
ontology
– Terminology (SC2/PT3)

R t ti th d (SC4/EXPRESS OMG/UML)– Representation method (SC4/EXPRESS, OMG/UML)
– Ontology

• Common ontology is a formal specification of a sharedCommon ontology is a formal specification of a shared          
concept and relationships that can exist for software design 
and development of service robots.
– Formal:  The ontology should be machine readable.o a e o to ogy s ou d be ac e eadab e
– Shared:  The ontology should capture consensual knowledge 

accepted by the communities.
– Conceptualization (Concept and relationships) :  An ontology is an 

abstract model by having identified the relevant concepts of thoseabstract model by having identified the relevant concepts of those 
phenomena.

– Semantic network for domain concept

Architecture and MiddlewareArchitecture and MiddlewareArchitecture and MiddlewareArchitecture and Middleware

• While the software architecture is related to a high-
level design principal and a generic model including 
software design analysis functional specification andsoftware design, analysis, functional specification and 
integration, the middleware is a kind of software 
platform based on the architecture.p
– Architecture, communication and integration framework (SC5)

– A component model (OMG/RTC)



Robotic Functional ComponentsRobotic Functional ComponentsRobotic Functional ComponentsRobotic Functional Components

• The robotic functional components specify the common 
interfaces of service robot’s core functions such as       
human robot interaction navigation and manipulationhuman-robot interaction, navigation and manipulation.

public interface IWatch {public interface IWatch {
public void setTime(Time t);
public Time getTime();
…

}}

public interface Navigation {
public Map getNavigationMap();
public AOperation navigate(Path[] path);public AOperation navigate(Path[] path);
public void stop (String details);
…

}
Interface is the abstraction of internal implementationInterface is the abstraction of internal  implementation

ApplicationsApplicationsApplicationsApplications

• The applications deal with robot tasks executed by       
different components

Task composition and execution model– Task composition and execution model
• Includes the evaluation model for fault tolerance and robustness

– Robot programming languagep g g g g

– Development tools and facilities



InteroperabilityInteroperabilityInteroperabilityInteroperability

Wh th b t i d t l t d l b t• When the robot is used not only as standalone one but 
also as one of autonomous devices together with other 
devices in our daily life, the interoperability becomes y , p y
important.

• Interoperability deals with seamless integration and 
communication between robots, environments, and 
service/contentsservice/contents.
– Interoperability between robots with different models
– Interoperability between robots and the environment 

i l di bi i kincluding ubiquitous sensor networks
– Interoperability between robots and different kinds of 

service/contents

Thank youy
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Contact Report

Prof. Makoto Mizukawa
mizukawa@sic.shibaura-it.ac.jp

Shibaura Institute of Technology
Tokyo, Japan

1

y , p
2008.12.9 Robotics DTF, OMG TM, Santa Clara         

(c) Makoto Mizukawa

ORiN: Current Status
� Offer from ISO/TC 184/SC 5 (24th, June,2007)

Architecture, communications and integration 
frameworks, has drawn our attention to possible overlaps 
with their work item ISO 20242, Industrial automation 
systems and integration - Service interface for testing y g g
applications, and potentially other SC 5 projects. Also the 
former robot companion standard ISO 9606 may be 
relevant to the RAPI proposal.relevant to the RAPI proposal.

� Japan domestic committee (14th, Nov,2008) of p ( , , )
the SC5 approved  to add ORiN specification to 
ANNEX of ISO20242 Part 4.

22008.12.9 Robotics DTF, OMG TM, Santa Clara         
(c) Makoto Mizukawa



Conferences and Exhibitions
� 2008 IEEE/RSJ International Conference on 

Intelligent Robots and Systems (2008 IROS)  
http://www.iros2008.org/
� Acropolis Conf. Center, Nice, France
� Sep 22 Sep 26 2008� Sep 22-Sep 26 2008

� 2008 International Conference on Control� 2008 International Conference on Control, 
Automation and Systems (ICCAS 2008) 
www.iccas.orgg
� COEX in Seoul, Korea
� October 14 - 17, 2008

32008.12.9 Robotics DTF, OMG TM, Santa 
Clara         (c) Makoto Mizukawa

Conferences and Exhibitions
� IFR International Conference on Robotics

� COEX in Seoul, Korea
� October 14 16 2008� October 14  - 16, 2008

� ROBOT WORLD2008 
http://www robotworld or kr/2008/eng/maihttp://www.robotworld.or.kr/2008/eng/mai

n.asp
� COEX in Seoul, Korea,
� October 15  - 19, 2008

� RoboDevelopment 
www.robodevelopment.com
� Santa Clara Convention Center, Santa Clara, CA
� November 19-20 2008� November 19 20, 2008 

42008.12.9 Robotics DTF, OMG TM, Santa 
Clara         (c) Makoto Mizukawa



RWRC (Real World Robot Challenge)RWRC (Real World Robot Challenge)
Tsukuba Challenge, Nov 20-22, 2008

� 1km Navigation in 
Natural environment on 
the pedestrian road inthe pedestrian road in 
Tsukuba City

� No traffic control to� No traffic control to 
pedestrians and bicycles

� New features in 2008
� Round trip
� Passing
� bi di ti l t ffi

2008 Tsukuba challenge
Team Mizukawa Lab� bi-directional traffic 

http://www robomedia org/challenge/index html

Team Mizukawa Lab.

� Only 1 team completed the mission.

5

http://www.robomedia.org/challenge/index.html

2008.12.9 Robotics DTF, OMG TM, Santa Clara         
(c) Makoto Mizukawa

Coming Conferences
� 2009 IEEE International Conference 

on Robots and Automation (ICRA2009 ) ( )
http://www.icra2009.org/
� Kobe, Japan
� May 12 - 17, 2009

62008.12.9 Robotics DTF, OMG TM, Santa 
Clara         (c) Makoto Mizukawa



robotics/2008-12-26

Robotics-DTF Plenary Meeting
W S iWrap-up Session

9th, December, 2008

S t Cl CA USASanta Clara, CA, USA
Hyatt Regency Santa ClaraHyatt Regency Santa Clara

Document Number
robotics/2008-12-01 Final Agenda (Tetsuo Kotoku)
robotics/2008-12-02 Ottawa Meeting Minutes [approved] (Su-Young 

Chi d G ff Bi )Chi and Geoffrey Biggs)
robotics/2008-12-03 Steering Committee Presentation (Tetsuo Kotoku)
robotics/2008-12-04 Roadmap for Robotics Activities (Tetsuo Kotoku)
robotics/2008-12-05 Opening Presentation (Tetsuo Kotoku)
robotics/2008-12-06 Review comments from AB (Hugues VINCENT 

and Victor Giddings)
robotics/2008-12-07 2nd review for User Recognition Service API RFP 

with Comments (Su-Young Chi)
robotics/2008-12-08 Resolution to Issue #13130, Error Type inconsistency 

(Shuichi Nishio)(Shuichi Nishio)
robotics/2008-12-09 Topics - Robotic Localization Service FTF (Itsuki 

Noda)
robotics/2008 12 10 Name Mapping Rule (Itsuki Noda)robotics/2008-12-10 Name Mapping Rule (Itsuki Noda)
robotics/2008-12-11 RoLoArchitecture (Itsuki Noda and Takeshi 

Sakamoto)
robotics/2008 12 12 Revised RoLoArchitecture (Itsuki Noda and Takeshirobotics/2008-12-12 Revised RoLoArchitecture (Itsuki Noda and Takeshi 

Sakamoto)



Document Number (cont.)( )
robotics/2008-12-13 Special Talk: Real World Robot Challenge in 

Tsukuba (RWRC2008) (Takashi Tsubouchi)
robotics/2008-12-14 Special Talk: A Lightweight Message -Driven 

Component Framework for Robotic Systems (Saku Egawa)
robotics/2008-12-15 Invited Talk: ROS: A new development (Brian 

G k )Gerkey)
robotics/2008-12-16 The QoS Issues on the Robot Component Execution 

Environment (Beon-Su SEO)
b ti /2008 12 17 F lt t l I th R b t C trobotics/2008-12-17 Fault-tolerance Issues on the Robot Component 
Execution Environment (Seung-Woog Jung)

robotics/2008-12-18 The Issues on robot component directry services and 
repository contents (Kang-Woo Lee)repository contents (Kang-Woo Lee)

robotics/2008-12-19 Special Talk: Architecuture Framework for Unmanned 
System (AFUS) (Laurent Rioux)

robotics/2008-12-20 Infrastructure WG Progress Report (Noriaki Ando)robotics/2008-12-20 Infrastructure WG Progress Report (Noriaki Ando)
robotics/2008-12-21 Robotics Functional Services Working Group Meeting 

Report (Su-Young Chi)
robotics/2008-12-22 Robotic Localization Service WG Report (Shuichirobotics/2008-12-22 Robotic Localization Service WG Report (Shuichi 

Nishio)

Document Number (cont.)( )
robotics/2008-12-23 Contact Report: ISO/TC211 Tsukuba Meeting 

(Shuichi Nishio)
robotics/2008-12-24 Contact Report: ISO/TC184/SC2 Softwarerobotics/2008-12-24 Contact Report: ISO/TC184/SC2 Software 

Standardization (Hyun Kim)
robotics/2008-12-25 ORiN: Current Status (Makoto Mizukawa)
robotics/2008-12-26 Closing Presentation (Tetsuo Kotoku)robotics/2008-12-26 Closing Presentation (Tetsuo Kotoku)
robotics/2008-12-27 Next Meeting Preliminary Agenda - DRAFT (Tetsuo 

Kotoku)
robotics/2008-12-28 DTC Report Presentation (Tetsuo Kotoku)robotics/2008-12-28 DTC Report Presentation (Tetsuo Kotoku)
robotics/2008-12-29 Ottawa Meeting Minutes - DRAFT (Geoffrey Biggs 

and Yeonho Kim)



Call for volunteerCall for volunteer
• Robotics-DTF Co-chairRobotics DTF Co chair

– Laurent Rioux (Thales)
– Young-Jo Cho (ETRI)
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– Beom-Su Seo (ETRI)Beom Su Seo (ETRI)

• Robotic Localization Service WG Co-Chair
– Jaeyeong Lee (ETRI)
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Robotics-DTF Laurent Rioux (Thales)

Tetsuo Kotoku (AIST, Japan)
Young Jo Cho (ETRI Korea)Young-Jo Cho (ETRI, Korea) 

Steering Committee All volunteers
Abheek Bose (ADA Software India)

Publicity Sub-Committee
Abheek Bose (ADA Software, India)
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Contacts Sub-Committee Makoto Mizukawa (Shibaura-IT, Japan)

Infrastructure WG
Noriaki Ando (AIST, Japan)
Beom-Su Seo (ETRI)
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Makoto Mizukawa (Shibaura IT, Japan)
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Services WG
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Next Meeting Agenda Plan 1g g
March 23-27 (Washington DC, USA)
Tuesday:

Plan 1

Tuesday:
Steering Committee (morning)
WG activity [Parallel WG Session] (am)
Robotics-DTF Plenary Meeting (pm)

•Guest and Member Presentation
•Contact reportsp

Wednesday:
RLS-FTF Meeting
WG activity follow-up [if necessary]

Next Meeting Agenda Plan 2g g
March 23-27 (Washington DC, USA)
Monday:

Plan 2

Monday:
Steering Committee (morning)
User Recognition Service RFP 3rd Review  and Voting(am)

Tuesday:

g g( )
WG activity (pm)

WG activity (am)
Robotics-DTF Plenary Meeting (pm)

•Guest and Member Presentation•Guest and Member Presentation
•Contact reports

Wednesday:
WG activity follow-up [if necessary]

y

Thursday:y
User Recognition Service RFP 3rd Review  and Voting(am)
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• GearBox ProjectGearBox Project

Dr. Geoffrey Biggs
• Robotics Project in JapanRobotics Project in Japan

Prof. Sato (University of Tokyo, Japan)
• RUPI Projectj

Dr. Hyun Kim (ETRI)

Attendee (29 participants)Attendee (29 participants) 
• Akihiko Ikezoe (SEC) • Miwako Doi (Toshiba)
• Beom-Su Seo (ETRI)
• Brian Gerkey (Willow Garage)
• Geoffrey Biggs (AIST)

( )
• Noriaki Ando (AIST)
• Saku Egawa (Hitachi)

Seung Woog Jung (ETRI)Geoffrey Biggs (AIST)
• Hong-Seong Park (KNU)
• Hugues Vincent (Thales)

• Seung –Woog Jung (ETRI)
• Shuichi Nishio (JARA/ATR)
• Soo-Hee Han (KNU)

• Hyun Kim (ETRI)
• Hyun-Soo Kim (Samsung)
• Itsuki Noda (AIST)

• Sung-Soo Kang (KOSTA)
• Su-Young Chi (ETRI)
• Takashi Suehiro (AIST)( )

• Jeong-Seok Kang (KNU)
• Kenichi Wada (Hitachi)
• Kim Siman (Tobesoft)

Takashi Suehiro (AIST)
• Takashi Tubouchi (Univ. of Tsukuba)
• Takeshi Sakamoto (Technologic Arts)

• Kim Siman (Tobesoft)
• Kyuseo Han (ETRI)
• Laurent Rioux (Thales)

• Tetsuo Kotoku (AIST)
• Toshio Hori (AIST)
• Yeon-Ho Kim (Samsung)

• Makoto Mizukawa (Shibaura-IT)
( g)



Robotics Domain Task Force Preliminary Agenda    ver0.0.1 robotics/2008-12-27

http://robotics.omg.org/
Host Joint (Invited) Agenda Item Purpose Room

12:00 13:00
13:00 18:00 Architecture Board Plenary

Robotic Infrastructure WG (4h)
- Noriaki Ando(AIST) and Beom-Su Seo (ETRI)

discussion

Services WG(4h): User Recognition Service RFP Meeting
- Su-Young Chi (ETRI), Hyunsoo Kim (SamSung), and Toshio Hori (AIST)

discussion

9:00 9:45 Robotics Steering Committee Arrangement

Robotic UML Profiling Meeting (2h)
- Laurent Rioux (Thales)

discussion

Services WG(2h): User Recognition Service RFP Meeting
- Su-Young Chi, Hyunsoo Kim, and Toshio Hori

discussion

12:00 13:00
13:00 13:15 Robotics Robotics-DTF Plenary Opening Session Robotics plenary

openning
13:15 14:00 Robotics Special Talk: <Call for Presentation>

- TBA
presentation and
discussion

14:00 14:45 Robotics Special Talk: <Call for Presentation>
- TBA

presentation and
discussion

Break (30min)
15:15 16:30 Robotics WG Reports and  Discussion

(Service WG, Infrastructure WG, Robotic Localization Service WG)
presentation and
discussion

16:30 17:00 Robotics Contact Reports:
- Makoto Mizukawa(Shibaura-IT), and Young-Jo Cho(ETRI)

Information Exchange

17:00 17:15 Robotics Robotics-DTF Plenary Wrap-up Session
(Roadmap and Next meeting Agenda)

Robotics plenary
wrap-up

17:15 Adjourn  plenary meeting
17:30 17:45 Robotics WG Co-chairs Planning Session

(Preliminary Agenda for next TM, Draft report for Friday)
planning for next
meeting

Robotic Localization Services FTF (3h)
- Jaeyeong Lee, Yeon-Ho Kim and Shuichi Nishio

discussion

Services WG(3h): User Recognition Service RFP Meeting
- Su-Young Chi, Hyunsoo Kim, and Toshio Hori

discussion

12:00 14:00
Robotic Localization Services FTF (4h)
- Jaeyeong Lee, Yeon-Ho Kim and Shuichi Nishio

discussion

Services WG(4h): User Recognition Service RFP Meeting
- Su-Young Chi, Hyunsoo Kim, and Toshio Hori

discussion

18:00 20:00

12:00 13:00
13:00 18:00 Architecture Board Plenary

8:30 12:00 AB, DTC, PTC
12:00 13:00

8:00 8:45 OMG New Attendee Orientation
18:00 19:00 OMG New Attendee Reception (by invitation only)

LUNCH and OMG Plenary

OMG Reception
Thursday 

LUNCH

10:00 12:00

14:00 18:00

OMG Technical Meeting - Washington DC, USA  -- Mar. 23-27, 2009
TF/SIG

Monday:  Robotics Plenary(am) and WG activites(pm)
  

14:00 18:00

Please get the up-to-date version from http://staff.aist.go.jp/t.kotoku/omg/RoboticsAgenda.pdf

Friday

LUNCH

Other Meetings of Interest
Monday

Tuesday:  WG activities and Robotics Plenary

LUNCH

Wednesday  WG activity follow-up
9:00 12:00



Robotics-DTF
Date: Friday,  12th December, 2008
Chair: T. Kotoku, L. Rioux,  and Y. –J. Cho
URL: http://robotics omg org/

robotics/2008-12-28

Robotics DTF URL:  http://robotics.omg.org/
email: robotics@omg.org

�Hi hli h f hi M i�Highlights from this Meeting:
Robotics-DTF Co-chair electionRobotics-DTF Co-chair election

Laurent Rioux (Thales) and Young-Jo Cho (ETRI)

Robotics Plenary: (29 participants)
– 2nd review of Robotic User Identification RFP

4 Special Talk [ b ti /2008 12 13 14 15 19]– 4 Special Talk [robotics/2008-12-13,-14,-15, -19] 
• ROS: A new development environment for a new generation of robots 

(Brian Gerkey) [robotics/2008-12-15] 

3 New work item Talk [robotics/2008 12 16 17 18]– 3 New work item Talk [robotics/2008-12-16,-17,-18] 

– 3 WG Reports [robotics/2008-12-20,-21,-22] 

– 3 Contact Report [robotics/2008-12-23,-24,-25]

– Preliminary Agenda for upcoming meeting  [robotics/2008-12-27]

Robotics-DTF
Date: Friday,  12th December, 2008
Chair: T. Kotoku, L. Rioux,  and Y. –J. Cho
URL: http://robotics omg org/Robotics DTF URL:  http://robotics.omg.org/
email: robotics@omg.org

�Deliverables from this Meeting:�Deliverables from this Meeting:
–Nothing Special

�Future deliverables (In-Process):�Future deliverables (In-Process):
–Robotic User Recognition Service RFP
–Robotic Configuration and Deployment (potential RFP)Robotic Configuration and Deployment (potential RFP)

�Next Meeting (Washington DC, USA):
–Review of User Recognition Service RFP–Review of User Recognition Service RFP
–Guest presentations
–Roadmap discussionRoadmap discussion
–Contact reports



Minutes of the Robotics DTF Plenary Meeting - DRAFT 
December 8-12, 2008 

Santa Clara, CA, USA  
(robotics/2008-12-29) 

 
Minutes Highlights 

1) Laurent Rioux (Thales) and Young-Jo Cho (ETRI) have been elected as Robotics-DTF Co-
Chairs. 

2) As the 2nd Review, the draft of Robotic User Identification Service RFP was discussed, but 
we decided to have more discussions to issue the RFP. 

3) We have one invited talk of Dr. Brian Gerkey (Willow Garage). 
4) We have 3 special talks (Tsukuba Challenge, Hitachi, AFUS). 
5) We have 3 new work item talks (QoS, Fault-tolerance, Directory service) 

 
List of Generated Documents 
robotics/2008-12-01 Final Agenda (Tetsuo Kotoku) 
robotics/2008-12-02 Ottawa Meeting Minutes [approved] (Su-Young Chi and Geoffrey Biggs) 
robotics/2008-12-03 Steering Committee Presentation (Tetsuo Kotoku) 
robotics/2008-12-04 Roadmap for Robotics Activities (Tetsuo Kotoku) 
robotics/2008-12-05 Opening Presentation (Tetsuo Kotoku) 
robotics/2008-12-06 Review comments from AB (Hugues VINCENT and Victor Giddings) 
robotics/2008-12-07 2nd review for User Recognition Service API RFP with Comments (Su-Young Chi) 
robotics/2008-12-08 Resolution to Issue #13130, Error Type inconsistency (Shuichi Nishio) 
robotics/2008-12-09 Topics - Robotic Localization Service FTF (Itsuki Noda) 
robotics/2008-12-10 Name Mapping Rule (Itsuki Noda) 
robotics/2008-12-11 RoLo Architecture (Itsuki Noda and Takeshi Sakamoto) 
robotics/2008-12-12 Revised RoLo Architecture (Itsuki Noda and Takeshi Sakamoto) 
robotics/2008-12-13 Special Talk: Real World Robot Challenge in Tsukuba (RWRC2008) (Takashi Tsubouchi) 
robotics/2008-12-14 Special Talk: A Lightweight Message -Driven Component Framework for Robotic Systems 
(Saku Egawa) 
robotics/2008-12-15 Invited Talk: ROS: A new development environment for a new generations of robots (Brian 
Gerkey) 
robotics/2008-12-16 The QoS Issues on the Robot Component Execution Environment (Beon-Su SEO) 
robotics/2008-12-17 Fault-tolerance Issues on the Robot Component Execution Environment (Seung-Woog Jung) 
robotics/2008-12-18 The Issues on robot component directory services and repository contents (Kang-Woo Lee) 
robotics/2008-12-19 Special Talk: Architecture Framework for Unmanned System (AFUS) (Laurent Rioux) 
robotics/2008-12-20 Infrastructure WG Progress Report (Noriaki Ando) 
robotics/2008-12-21 Robotics Functional Services Working Group Meeting Report (Su-Young Chi) 
robotics/2008-12-22 Robotic Localization Service WG Report (Shuichi Nishio) 
robotics/2008-12-23 Contact Report: ISO/TC211 Tsukuba Meeting (Shuichi Nishio) 
robotics/2008-12-24 Contact Report: ISO/TC184/SC2 Software Standardization (Hyun Kim) 
robotics/2008-12-25 ORiN: Current Status (Makoto Mizukawa) 
robotics/2008-12-26 Closing Presentation (Tetsuo Kotoku) 
robotics/2008-12-27 Next Meeting Preliminary Agenda - DRAFT (Tetsuo Kotoku) 
robotics/2008-12-28 DTC Report Presentation (Tetsuo Kotoku) 
robotics/2008-12-29 Santa Clara Meeting Minutes - DRAFT (Geoffrey Biggs and Yeonho Kim)  
 
 
 
 
 
 



MINUTES 
Monday, December 8, 2008, Lafayette, 2nd floor 
 
09:00 – 09:20 Steering Committee 
 
10:00 – 10:10 Robotics DTF Plenary Meeting, Chair: Dr Kotoku, Quorum: 3 
Joined organizations: AIST, ETRI, Hitachi, JARA, Kangwon National Univ., Samsung, 
Shibaura-IT, Univ. of Tsukuba, Technologic Arts, Thales 

• Minute takers: Geoffrey Biggs and Yeonho Kim 
• Approval of minutes of Ottawa meeting 

◦ Approved: Shibaura-IT (motion), Thales (seconded), ETRI (white ballot). 
 
10:10 – 12:00 User Identification Service RFP 2nd Review (Lafayette, 2nd floor) 
Su-Young Chi (ETRI) 

• Dr Nishio gave several comments. 
• Review comments received from two Architecture Board members, to be responded to. 
• Use word "identification" instead of "recognition" in title ("recognition" does not include 

selecting a single identity from a list of possible identities). 
• More clearly define what the difference, particularly in assumptions made, between biometric 

systems and robotic systems. 
• Issue of if tracking should be included in RFP was raised. 
• Change the scope of the RFP to only the interface between the user identification module and 

applications. 
• Significant confusion over wording around “user identification,” “user awareness” and “user 

recognition.” It was noted that one interpretation of Figure 1 is identical to the localization 
standard. Will discuss during WG sessions. 

 
Tuesday, December 09, 2008, Lafayette, 2nd Floor 
 
11:05 – 17:40 Robotics DTF plenary meeting continued 
 
11:05 – 11:35 Special talk: Tsukuba Challenge 2008 report, Prof Tsubouchi, Univ. of Tsukuba 

• Almost same rules as 2007 Tsukuba Challenge. 
• 50 groups entered, 1 group finished. 
• New route this year, more difficult than last year (straight line), involving reversing direction 

twice and returning to start point. 
 
11:35 – 12:05 Special talk: A lightweight Message-Driven Component Framework for Robotic 
Systems, Saku Egawa, Hitachi, Ltd. 

• Hitachi has developed a minimum component framework, Message-Driven Component (MDC). 
◦ Messages contain a command and data, are asynchronous, with no data marshalling 

(application is responsible for building data part of message). 
◦ Lightweight and fast: only 358KB of code for the middleware. 

• Not currently compatible with RTC standard. Could add an MDC-based PSM. Need some 
extensions to RTC for MDC to become RTC-compliant: 
◦ Lightweight RTC needs to accept single-Execution Context, multiple-component models. 



◦ Execution semantics need a message-driven execution model (stimulus response execution 
semantics is not enough). 

◦ Add MDC PSM. 
 
13:05 – 14:00 Invited talk: ROS: A new development environment for a new generation of robots, 
Brian Gerkey, Willow Garage 

• Willow Garage's goal is an open platform: modular hardware with open interfaces, open source 
software. "Linux for robotics." 

• PR2 robot: make 20 or so, possibly more. Not a unique robot. 
• WG is privately funded, committed to open source, will spin off companies later. 
• ROS: Robot Operating System (or Robot Open Source) is flagship software system. 

 
14:00 – 14:30 The QoS and Fault-tolerance Issues on the Robot Component Execution 
Environment, Beom-Su Seo, ETRI 

• QoS technology in distributed environment for robotics. 
• QoS characteristics in consideration of robots: performance, reliability, accuracy and demand. 
• OMG QoS profile is too general and broad, not sufficient for robotics. Need to enhance and 

update it. Establish a "QoS profile" for the robot component standard. 
• Add a QoS manager to component middleware. 
• Faults in robotics: faults, fault detection, fault recovery and fault tolerance. Tolerance is the 

ability to detect and recover, providing continuous service in spite of faults. 
• Add a fault tolerance manager to component middleware. Need a Fault Tolerance profile that 

tells how to recover from faults. 
 
14:30 – 15:00 Issues on RTC Directory Service, Kang-Woo Lee, ETRI 

• Interoperability of RTMs. Make RT-Components of different RT-Middlewares work together to 
provide a robotic service. Moreover, allow them to interoperate with non-RTM systems, e.g. 
MSRS, Player, OPRoS, etc. 

• RTC Directory service to manage the references and properties of running RTCs. 
(Registration/unregistration). 

• No relevant specification in Robotics DTF. OpenRTM-aist provides its own directory service 
based on the CORBA naming service. Does not provide all desired features. 
◦ Related standards in OMG: CORBA naming service, CORBA trader service. 

 
15:30 – 16:10 Architecture framework for unmanned systems (AFUS), Laurent Rioux, Thales 

• Principles: Clear semantics, orthogonality and separation of concerns, independence from 
technology, platform, mission, compute capability, operator use, communications, autonomy 
level. 

• Supports dynamic discovery and access control to remote entities. 
• AFUS in OMG: 

◦ Can make AFUS conceptual view UML data types, capability could be UML sequence 
diagrams, interoperability could be UML composite structure. 

◦ AFUS Common Services could be reused in RTC. 
 
16:10 – 16:20 Infrastructure WG report 

• Restart WG after two new topics proposed by ETRI. 



• Confirmed purpose of Infrastructure WG. 
• New co-chair: Beom-Su Seo (ETRI). 

◦ Approved: AIST (motion), Thales (second), Shibaura-IT (white ballot). 
• Proposed issues by ETRI: 

◦ QoS and fault-tolerance 
◦ Directory service 

• Next step is to make an RFI for deployment and configuration, a roadmap for RFP for new 
specifications, and RTF for improvements to the RTC model. 

 
16:25 – 16:55 Robot Functional Services WG report 

• Had discussion on what trying to do, to clear up misunderstandings from Monday's discussions. 
• Clarified why URS is needed rather than using the localization service or the BioAPI standard. 
• Still significant disagreement over wording. 

 
16:55 – 17:05 Localization WG report 

• 48 issues raised so far, most typos, and most solved. 
• Two remaining issues to be discussed (on Wednesday morning): 

◦ Definition of orientation in common data formats. 
◦ XML-PSM definition and RoLo Element local naming issue (new issue). 

• Planned schedule presented. 
• Dr. Lee has volunteered to be the report editor. 

 
17:05 – 17:15 Contact report by Shuichi Nishio 

• ISO/TC211 Tsukuba Meeting, 2008/12/01 
• Two invited talks on RLS activity. 

 
17:15 – 17:25 Contact report by Hyun Kim 

• ISO/TC184/SC2 Software Standardization meeting, Seoul. 
 
17:25 – 17:30 Contact report by Makoto Mizukawa 

• ORiN project current status: 
◦ Offer from ISO/TC184/SC5, 24 June 2007 
◦ Japan domestic committee, 14 Nov 2008, of the SC5 approved to add ORiN specification to 

ANNEX of ISO20242 Part 4. 
• Conferences: 

◦ IROS 2008, Nice, France 
◦ ICCAS 2008, Seoul, Korea 
◦ IFR International Conference on Robotics, Seoul, Korea 
◦ ROBOT WORLD 2008, Seoul, Korea 
◦ RoboDevelopment, Santa Clara, CA, Nov 19-20 2008 

• Tsukuba Real World Robot Challenge, Nov 20-22, 2008 
• Coming conferences: 

◦ ICRA 2009, Kobe, Japan 
 



Closing presentation and next meeting agenda by Tetsuo Kotoku 
• Call for volunteers 

◦ Election of new DTF co-chairs: Luarent Rioux (Thales) and Young-Jo Cho (ETRI)  
▪ Approved: AIST (motion), Kangwon National Univ. (second), Thales (white ballot). 

◦ Kyuseo Han no longer Localization WG co-chair. 
◦ Election of Localization WG co-chair: Dr. Lee 

▪ Approved: JARA (motion), Thales (second), ETRI (white ballot). 
• Next meeting: March 23-27, Washington DC, USA 
• Special talk candidates 

◦ Gearbox Project, Geoffrey Biggs, AIST, Japan 
◦ Robotics Project in Japan, Prof. Sato, Univ. of Tokyo, Japan 
◦ RUPI Project, Dr. Hyun Kim, ETRI, Korea 

 
Adjourned plenary meeting at 17:40 
 
 
Attendee:  29 Participants 

• Akihiko Ikezoe (SEC) 
• Beom-Su Seo (ETRI) 
• Brian Gerkey (Willow Garage) 
• Geoffrey Biggs (AIST)  
• Hong-Seong Park (KNU) 
• Hugues Vincent (Thales) 
• Hyun Kim (ETRI) 
• Hyun-Soo Kim (Samsung)  
• Itsuki Noda (AIST) 
• Jeong-Seok Kang (KNU)  
• Kenichi Wada (Hitachi) 
• Kim Siman (Tobesoft) 
• Kyuseo Han (ETRI)  
• Laurent Rioux (Thales) 
• Makoto Mizukawa (Shibaura-IT) 
• Miwako Doi (Toshiba)  
• Noriaki Ando (AIST) 
• Saku Egawa (Hitachi) 
• Seung –Woog Jung (ETRI) 
• Shuichi Nishio (JARA/ATR) 
• Soo-Hee Han (KNU)  
• Sung-Soo Kang (KOSTA) 
• Su-Young Chi (ETRI)  
• Takashi Suehiro (AIST)  
• Takashi Tubouchi (Univ. of Tsukuba)  
• Takeshi Sakamoto (Technologic Arts)  
• Tetsuo Kotoku (AIST)  
• Toshio Hori (AIST)  
• Yeon-Ho Kim (Samsung)  

 
Prepared and submitted by Geoffrey Biggs (AIST) and Yeon-Ho Kim (Samsung). 




